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Presentation of data
Introduction 
Presentation of data is the art and science of communicating data in a clear and effective way. It is a crucial skill for anyone who works with data, whether in research, education, or journalism. Data presentation can take many forms, such as table, charts, graphs, maps, or interactive visualizations.
Analyzing, presenting and using data to make decisions is an essential function for professionals in everywhere. The ability to organize and share data increases the impact of the research, spreads awareness and can motivate others to take desired actions. Learning what data presentation is and how can use it may help to improve communication skills and make research more effective. 
Definition 
Data presentation is a process of describing or comparing two or more data sets with tables and other visual aids, such as graphs
Importance of data presentation 
· Can represent how the information relates to other data
· Organize information by visualizing and putting it into a more readable format.
· helps professionals share their findings after performing data analysis

Types of data presentation 
Tabular presentation 
Tabular presentation is using a table to share large amounts of information. When using this method, you organize data in rows and columns according to the characteristics of the data


For example: Consider the marks obtained by 30 students in Mathematics subject (out of 100 marks)
10, 20, 36, 92, 95, 40, 50, 56, 60, 70, 92, 88, 80, 70, 72, 70, 36, 40, 36, 40, 92, 40, 50, 50, 56, 60, 70, 60, 60, 88.
In this example, the number of observations is larger. So, the presentation of data in ascending or descending order is a bit time-consuming. Hence, we can go for the method called ungrouped frequency distribution table or simply frequency distribution table. In this method, we can arrange the data in tabular form in terms of frequency

For example, 3 students scored 50 marks. Therefore, the presentation of data is given as below:
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Consider the marks obtained by 100 students in a Mathematics subject (out of 100 marks)
95, 67, 28, 32, 65, 65, 69, 33, 98, 96,76, 42, 32, 38, 42, 40, 40, 69, 95, 92, 75, 83, 76, 83, 85, 62, 37, 65, 63, 42, 89, 65, 73, 81, 49, 52, 64, 76, 83, 92, 93, 68, 52, 79, 81, 83, 59, 82, 75, 82, 86, 90, 44, 62, 31, 36, 38, 42, 39, 83, 87, 56, 58, 23, 35, 76, 83, 85, 30, 68, 69, 83, 86, 43, 45, 39, 83, 75, 66, 83, 92, 75, 89, 66, 91, 27, 88, 89, 93, 42, 53, 69, 90, 55, 66, 49, 52, 83, 34, 36.
Now, we have 100 observations to present the data. In this case, we have more data when compared to example 1. So, these data can be arranged in the tabular form called the grouped frequency table. Hence, we group the given data like 20-29, 30-39, 40-49, ….,90-99 (As our data is from 23 to 98). The grouping of data is called the “class interval” or “classes”, and the size of the class is called “class-size” or “class-width”.
In this case, the class size is 10. In each class, we have a lower-class limit and an upper-class limit. For example, if the class interval is 30-39, the lower-class limit is 30, and the upper-class limit is 39. Therefore, the least number in the class interval is called the lower-class limit and the greatest limit in the class interval is called upper-class limit.









Hence, the presentation of data in the grouped frequency table is given below:
	Class Interval (Marks)
	Frequency ( Number of students)

	20 – 29
	3

	30 – 39
	14

	40 – 49
	12

	50 – 59
	8

	60 – 69
	18

	70 – 79
	10

	80 – 89
	23

	90 – 99
	12

	Total
	100



Hence, the presentation of data in this form simplifies the data and it helps to enable the observer to understand the main feature of data.
In a tabular presentation, data are presented in rows (read horizontally) and columns (read vertically).





Table can describe data in 
Quantitative: in this analysis, the data is classified and distributed on the basis of features that are quantitative in nature. The features can be calculated by estimating the quantitative value in simpler terms.
	
	Maximum
	Mean
	±SD

	Total work facilities
	30
	21.27
	4.50

	Total concern for nurses
	30
	18.92
	4.72

	Total team building
	25
	16.59
	4.04

	Total decision making
	30
	17.82
	5.44


 
Qualitative: As the data is classified and distributed according to traits such as physical status, national, social status, etc., it is called qualitative classification.
	
	Innovative behavior

	
	Good
	Fair
	Poor

	
	No
	%
	No
	%
	No
	%

	Search 
	92
	54.4
	60
	35.5
	17
	10.1

	Communication 
	91
	53.9
	47
	27.8
	31
	18.3

	Implementation starting activities
	89
	52.7
	62
	36.6
	18
	10.7











Characteristics of good table 
Table should be include 
1. Table Number 
It is given at the top or at the beginning of the title of the table and   to distinguish one table from another. 
2. Title
The title of a table should be clear, brief and  reflect the content of the table, carefully using worded so that the interpretations made from the table are clear and free from ambiguity. It finds place at the head of the table succeeding the table number or just below it.
3. Column Headings
At the top of each column in a table a column designation is given to explain figures of the column.
4. Row Headings
Like a caption or column heading, each row of the table has to be given a heading.
A brief description of the row headings may also be given at the left hand top in the table.

5. Body of the Table
Body of a table is the main part and it contains the actual data.
6. Source
It is a brief statement or phrase indicating the source of data presented in the table.
7. Note
Note is the last part of the table. It explains the specific feature of the data content of the table which is not self explanatory 




Table (3): frequency distribution of studied nurses regarding Continuance commitment 
	
	Continuance commitment

	
	High 
	Moderate 
	Low 

	
	No
	%
	No
	%
	No
	%

	Q1
	69
	16.4
	80
	19.0
	271
	64.5

	Q2
	70
	16.7
	106
	25.2
	244
	58.1

	Q3
	81
	19.3
	79
	18.8
	260
	61.9

	Q4
	130
	31.0
	115
	27.4
	175
	41.7

	Q5
	106
	25.2
	137
	32.6
	177
	42.1

	Q6
	111
	26.4
	85
	20.2
	224
	53.3

	Q7
	7
	1.7
	42
	10.0
	371
	88.3



Graphical presentation  
This method of displaying data uses diagrams and images. It is the most visual type for presenting data and provides a quick glance at statistical data
Diagrams may be less accurate but are much more effective than tables in presenting the data.
   Pie chart in this type of diagram, data appears as a fraction in a circle. And it is used to represent nominal data (in other words, data classified in different categories), visually represents a distribution of categories. It is generally the most appropriate format for representing information grouped into a small number of categories.  Pie charts usually are not drawn with absolute values of a category. The values of each category are first expressed as percentage of the total value of all the categories.





Figure (1): percentage distribution of studied nurses regarding their total organizational climate level (n=169).

Bar chart 
This type uses rectangles of different sizes on an x and y-axis to represent different amounts in a data set. It depicts numerical values and uses rectangles to display data for variables in your research
Types of bar charts:
There are two types of bar charts (a) simple and (b) components.
(a) Simple bar charts
Simple bar charts can be (i) Single bar charts, and (ii) Multiple bar charts.
(i) Single bar charts: We can either have vertical bars or horizontal bars. Normally vertical bars are often used. 



Multiple bar charts: Sometimes it is desired to represent more than one interrelated series of data on a bar diagram. In such cases a simple bar diagram is not suitable. We have to use what is known as multiple bar diagram.
 



Scatter chart 
Scatter plots present data on the x- and y-axes and are used to investigate an association between two variables. A point represents each individual or object, and an association between two variables can be studied by analyzing patterns across multiple points.

[image: ]
Line chart  
A line plot is useful for representing time-series data such as production of coal/ year; in other words, it is used to study variables that are observed over time

[image: ]
Histogram 
A histogram is a graphical display of data using bars of various heights. In a histogram, each bar groups numbers into ranges. Taller bars show that more data falls in this range.
Difference between bar chart and histogram 
Bar charts have some limitations; for example, they cannot be used to present continuous data.
• the horizontal (x-axis) is a continuous scale. As a result of this there are no gaps between the bars (unless there are no observations within a class interval);
• the height of the rectangle is only proportional to the frequency if the class intervals are all equal. With histograms it is the area of the rectangle that is proportional to their frequency.

[image: D:\histogram.png]
Map chart 
A map diagram is a way of representation of any event distribution around country or the world.
[image: D:\map cart.jpg]






Measures of Dispersion
Introduction
Dispersion in statistics is a way of describing how to spread out a set of data is. Dispersion is the state of data getting dispersed, stretched, or spread out in different categories. It involves finding the size of distribution values that are expected from the set of data for the specific variable. 
Definition
Measures of dispersion can be defined as positive real numbers that measure how homogeneous or heterogeneous the given data is. 
Types of dispersion
There are two types of dispersion called 
· Absolute Measures of Dispersion 
· Relative Measures of Dispersion
 
[image: D:\statistics course\measures-of-dispersion-types-1635313854.png]

Types of Absolute Measure of Dispersion
Range: Given a data set, the range can be defined as the difference between the maximum value and the minimum value.
[image: D:\statistics course\amar-range-in-statistics-01-1608010215.png]
Example 
Find the range of the data 2, 7, 11, 12, 19, 22, 25, 27, 33, 35
Highest Value = 35
Lowest Value = 2
Range = Highest Value - Lowest Value = 35 - 2 = 33
Example: Calculate the range and coefficient of range for the following data values.
45, 55, 63, 76, 67, 84, 75, 48, 62, 65
Solution:
X values: 45, 55, 63, 76, 67, 84, 75, 48, 62, 65
Maxium value (Xmax) = 84
Minimum or Least value (Xmin) = 45
Range = Maximum value - Minimum value
= 84 – 45
= 39


Coefficient of range = (Xmax – Xmin)/(Xmax + Xmin)
= (84 – 45)/(84 + 45)
= 39/129
= 0.302 (approximately)

The limitations of range
· The range does not tell us the number of data points.
· The range cannot be used to find mean, median, or mode.
· The range is affected by extreme values (outliers).
· The range cannot be used for open-ended distribution.
Variance: The average squared deviation from the mean of the given data 
set. This measure of dispersion checks the spread of the data about the mean.
 (σ2) = ∑(X−μ)2/N
The average squared difference of the scores from the mean.
How to Find Variance?
The following steps can be used to find the variance of ungrouped data:
· Find the mean of the observations. This can be done by dividing the sum of all observations by the number of observations.
· Subtract the mean from each observation.
· Square each of these values.
· Add all the values obtained in the previous step.
· Divide the value from step 4 by n (for population variance) or n - 1 (for sample variance).








Example 1: Find the Variance and Standard Deviation of the Following Numbers: 1, 3, 5, 5, 6, 7, 9, 10.
Solution:
The mean = (1+ 3+ 5+ 5+ 6+ 7+ 9+ 10)/8 = 46/ 8 = 5.75
· Step 1: Subtract the mean value from individual value
(1 – 5.75), (3 – 5.75), (5 – 5.75), (5 – 5.75), (6 – 5.75), (7 – 5.75), (9 – 5.75), (10 – 5.75)
= -4.75, -2.75, -0.75, -0.75, 0.25, 1.25, 3.25, 4.25
· Step 2: Squaring the above values we get, 22.563, 7.563, 0.563, 0.563, 0.063, 1.563, 10.563, 18.063
· Step 3: 22.563 + 7.563 + 0.563 + 0.563 + 0.063 + 1.563 + 10.563 + 18.063
= 61.504
· Step 4: n = 8, therefore variance (σ2) = 61.504/ 8 = 7.69
Standard Deviation: The square root of the variance gives the standard deviation. Thus, the standard deviation also measures the variation of the data about the mean.
Standard deviation is the degree of dispersion or the scatter of the data points relative to its mean, in descriptive statistics.
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Example 1: Find the Variance and Standard Deviation of the Following Numbers: 1, 3, 5, 5, 6, 7, 9, 10.
Solution:
The mean = (1+ 3+ 5+ 5+ 6+ 7+ 9+ 10)/8 = 46/ 8 = 5.75
· Step 1: Subtract the mean value from individual value
(1 – 5.75), (3 – 5.75), (5 – 5.75), (5 – 5.75), (6 – 5.75), (7 – 5.75), (9 – 5.75), (10 – 5.75)
= -4.75, -2.75, -0.75, -0.75, 0.25, 1.25, 3.25, 4.25
· Step 2: Squaring the above values we get, 22.563, 7.563, 0.563, 0.563, 0.063, 1.563, 10.563, 18.063
· Step 3: 22.563 + 7.563 + 0.563 + 0.563 + 0.063 + 1.563 + 10.563 + 18.063
= 61.504
· Step 4: n = 8, therefore variance (σ2) = 61.504/ 8 = 7.69
Now, Standard deviation (σ) = 2.77

[image: D:\statistics course\standard-deviation-1626765925.png]
For a normal distribution,
· Approximately 68% of the data is within one standard deviation of the mean.
· Approximately 95% of the data is within two standard deviations of the mean.
· More than 99% of the data is within three standard deviations of the mean.


Mean Deviation: 
The mean deviation gives the average of the data's absolute deviation about the central points. These central points could be the mean, median, or mode.
The difference between the observed value of a data point and the expected value is known as deviation in statistics.
Important Notes on Mean Deviation
· Mean deviation is a statistical measure used to give the average value of the absolute deviation with respect to the central point of the data.
· Mean deviation can be calculated about the mean, median, and mode.
· Mean deviation is less frequently used as compared to standard deviation.
· It does not get extremely affected by outliers.
· It is a good comparison measure as it is based on the deviations from the mid-value.
Mean Deviation Examples
Example 1: 
Determine the mean deviation for the data values 5, 3,7, 8, 4, 9.
Solution:
Given data values are 5, 3, 7, 8, 4, 9.
We know that the procedure to calculate the mean deviation.
First, find the mean for the given data:
Mean, µ = ( 5+3+7+8+4+9)/6
µ = 36/6
µ = 6
Therefore, the mean value is 6.





Now, subtract each mean from the data value, and ignore the minus symbol if any
(Ignore”-”)
5 – 6 = 1
3 – 6 = 3
7 – 6 = 1
8 – 6 = 2
4 – 6 = 2
9 – 6 = 3
Now, the obtained data set is 1, 3, 1, 2, 2, 3.
Finally, find the mean value for the obtained data set
Therefore, the mean deviation is 
= (1+3 + 1+ 2+ 2+3) /6
= 12/6
= 2
Hence, the mean deviation for 5, 3,7, 8, 4, 9 is 2.
Example 2:
In a foreign language class, there are 4 languages, and the frequencies of students learning the language and the frequency of lectures per week are given as:
	Language
	Arabic 
	Spanish
	French
	English

	No. of students(xi)
	6
	5
	9
	12

	Frequency of lectures(fi)
	5
	7
	4
	9









Calculate the mean deviation about the mean for the given data.
Solution: The following table gives us a tabular representation of data and the calculations
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Quartile Deviation: 
Quartile deviation can be defined as half of the difference between the third quartile and the first quartile in a given data set.
The difference between the first quartile Q1 and the third quartile Q3 is called the interquartile range, and half of this interquartile range is called the quartile deviation. 
[image: D:\statistics course\quartile-deviation-1633533394.png]
The common coefficients of dispersion are:
	C.D. in terms of
	Coefficient of dispersion

	Range
	C.D. = (Xmax – Xmin) ⁄ (Xmax + Xmin)

	Quartile Deviation
	C.D. = (Q3 – Q1) ⁄ (Q3 + Q1)

	Standard Deviation (S.D.)
	C.D. = S.D. ⁄ Mean

	Mean Deviation
	C.D. = Mean deviation/Average



Skewness
Skewness is used to measure the level of asymmetry in a graph. It is the measure of asymmetry that occurs when data deviates from the normal.  Skewness also is a measurement of the distortion of symmetrical distribution   or asymmetry in a data set.
Several different types of distributions and skews are present. The tail or string of data points away from the median is impacted for both positive and negative skews. Negative skew refers to a longer or fatter tail on the left side of the distribution, while positive skew refers to a longer or fatter tail on the right. These two skews refer to the direction or weight of the distribution. 
The mean of positively skewed data will be greater than the median. In a negatively skewed distribution, the exact opposite is the case: the mean of negatively skewed data will be less than the median.
Key Takeaways
· Distributions can exhibit right (positive) skewness or left (negative) skewness to varying degrees. A normal distribution (bell curve) exhibits zero skewness.
· Skewness informs users of the direction of outliers, though it does not tell users the number that occurs.
· A normal distribution has a zero skew.
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 Kurtosis
Kurtosis is used to find the presence of outliers in our data. It gives us the total degree of outliers present. 
The data can be heavy-tailed, and the peak can be flatter, almost like punching the distribution or squishing it. This is called Negative Kurtosis (Platykurtic). If the distribution is light-tailed and the top curve steeper, like pulling up the distribution, it is called Positive Kurtosis (Leptokurtic).
[image: ]
KEY TAKEAWAYS
· Kurtosis describes the "fatness" of the tails found in probability distributions.
· There are three kurtosis categories—mesokurtic (normal), platykurtic (less than normal), and leptokurtic (more than normal).
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Correlation and regression
Introduction 
Correlation and regression are the two most commonly used techniques for investigating the relationship between quantitative variables. Correlation is used to give the relationship between the variables whereas regression uses an equation to express this relationship. Here regression refers to linear regression, and used to find the cause and effect between two variables. Linear regression is the most commonly used type of regression because it is easier to analyze as compared to the rest. Linear regression is used to find the line that is the best fit to establish a relationship between variables.
Correlation Definition
Correlation can be defined as a measurement that is used to quantify the relationship between variables
Regression Definition
Regression can be defined as a measurement that is used to quantify how the change in one variable will affect another variable.
Important Notes on Correlation and Regression
· Correlation and regression are statistical measurements that are used to quantify the strength of the linear relationship between two variables.
· Correlation determines if two variables have a linear relationship while regression describes the cause and effect between the two.
Correlation and Regression Analysis
Both correlation and regression analysis are done to quantify the strength of the relationship between two variables by using numbers. Graphically, correlation and regression analysis can be visualized using scatter plots.
Correlation Analysis
Correlation analysis is applied in quantifying the association between two continuous variables, for example, dependent and independent variable or among two independent variables
The sample of a correlation coefficient is estimated in the correlation analysis. It ranges between -1 and +1, denoted by r and quantifies the strength and direction of the linear association among two variables. The correlation among two variables can either be positive, i.e. a higher level of one variable is related to a higher level of another or negative, i.e. a higher level of one variable is related to a lower level of the other.
The sign of the coefficient of correlation shows the direction of the association. The magnitude of the coefficient shows the strength of the association.
For example, a correlation of r = 0.8 indicates a positive and strong association among two variables, while a correlation of r = -0.3 shows a negative and weak association. A correlation near to zero shows the non-existence of linear association among two continuous variables.
Types of Correlation
The scatter plot explains the correlation between the two attributes or variables. It represents how closely the two variables are connected. There can be three such situations to see the relation between the two variables 
· Positive Correlation – when the values of the two variables move in the same direction so that an increase/decrease in the value of one variable is followed by an increase/decrease in the value of the other variable.
· Negative Correlation – when the values of the two variables move in the opposite direction so that an increase/decrease in the value of one variable is followed by decrease/increase in the value of the other variable.
· No Correlation – when there is no linear dependence or no relation between the two variables.

[image: D:\statistics course\Correlation.png]
Nonlinear Positive correlation 
[image: ]

Regression Analysis
Regression analysis is a statistical method. It’s used for analyzing different factors that might influence an objective and determining which factors are important and which ones can be ignored. Regression analysis can also help leaders understand how different variables impact each other and what the outcomes are.
And also refers to assessing the relation between the outcome variable and one or more variables. The outcome variable is known as the dependent or response variable and the risk elements, and co-founders are known as predictors or independent variables. The dependent variable is shown by “y” and independent variables are shown by “x” in regression analysis.
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Important point in regression analysis 
Regression analysis starts with variables that are categorized into two types: dependent and independent variables. The variables you select depend on the outcomes you’re analyzing.
Understanding variables:
1. Dependent variable
This is the main variable that you want to analyze and predict. For example, mothers knowledge, lifestyle modifications .
These variables are also called response variables, outcome variables, or left-hand-side variables (because they appear on the left-hand side of a regression equation).
There are three easy ways to identify them:
· Is the variable measured as an outcome of the study?
· Does the variable depend on another in the study?
· Do you measure the variable only after other variables are altered?
2. Independent variable
Independent variables are the factors that could affect your dependent variables. For example, mother education. 
You can identify independent variables with the following list of questions:
· Is the variable manipulated, controlled, or used as a subject grouping method by the researcher?
· Does this variable come before the other variable in time?
· Are you trying to understand whether or how this variable affects another?
Independent variables are often referred to differently in regression depending on the purpose of the analysis. You might hear them called:
Explanatory variables
Explanatory variables are those which explain an event or an outcome in your study. For example, explaining why infection rate increased or decreased in certain hospital.

Predictor variables
Predictor variables are used to predict the value of the dependent variable. For example, predicting how much risk factors affect on presence of disease 
Experimental variables
These are variables that can be manipulated or changed directly by researchers to assess the impact. For example, assessing how different learning strategies effect on student achievement than other 
Subject variables (also called fixed effects)
Subject variables can’t be changed directly, but vary across the sample. For example, age, gender, or income of consumers.
Unlike experimental variables, you can’t randomly assign or change subject variables, but you can design your regression analysis to determine the different outcomes of groups of participants with the same characteristics. For example, ‘how do price rises impact sales based on income
[image: D:\statistics course\regressionanalysis1.png]
Regression line is the line that provides the best description of the relationship between your independent variables and your dependent variable.

Simple linear regression analysis
A simple linear model uses a single straight line to determine the relationship between a single independent variable and a dependent variable.
This regression model is mostly used when you want to determine the relationship between two variables (like price increases and sales) or the value of the dependent variable at certain points of the independent variable (for example the sales levels at a certain price rise).

Multiple regression analysis
As the name suggests, multiple regression analysis is a type of regression that uses multiple variables. It uses multiple independent variables to predict the outcome of a single dependent variable.
[
Multivariate linear regression
Multivariate linear regression involves more than one dependent variable as well as multiple independent variables, making it more complicated than linear or multiple linear regressions. However, this also makes it much more powerful and capable of making predictions about complex real-world situations.

Correlation and Regression Differences
There are some differences between Correlation and regression.
· Correlation shows the quantity of the degree to which two variables are associated. It does not fix a line through the data points. You compute a correlation that shows how much one variable changes when the other remains constant. When r is 0.0, the relationship does not exist. When r is positive, one variable goes high as the other goes up. When r is negative, one variable goes high as the other goes down.
· Linear regression finds the best line that predicts y from x, but Correlation does not fit a line.
· Correlation is used when you measure both variables, while linear regression is mostly applied when x is a variable that is manipulated.
	Basis
	Correlation
	Regression

	Meaning
	A statistical measure that defines co-relation or association of two variables.
	Describes how an independent variable is associated with the dependent variable.

	Dependent and Independent variables
	No difference
	Both variables are different.

	Usage
	To describe a linear relationship between two variables.
	To fit the best line and estimate one variable based on another variable.

	Objective
	To find a value expressing the relationship between variables.
	To estimate values of a random variable based on the values of a fixed variable.











	Correlation
	Regression

	Correlation is used to determine whether variables are related or not.
	Regression is used to numerically describe how a dependent variable changes with a change in an independent variable

	Correlation tries to establish a linear relationship between variables.
	It finds the best-fitted regression line to estimate an unknown variable on the basis of the known variable.

	The variables can be used interchangeably
	The variables cannot be interchanged.

	Correlation uses a signed numerical value to estimate the strength of the relationship between the variables.
	Regression is used to show the impact of a unit change in the independent variable on the dependent variable.

	The Pearson's coefficient is the best measure of correlation.
	The least-squares method is the best technique to determine the regression line.











Parametric and Non-parametric Test 
Introduction 
Parametric or non-parametric analysis largely depends on the type of data the researchers intend to investigate or analyze.  The different statistical approaches or procedures are followed based on the type of the available dataset (nominal, ordinal, continuous, discrete, number of independent versus dependent variables, etc.)
A parametric statistical test is one that makes assumptions about the parameters (defining properties) of the population distribution (s) from which one's data are drawn, while a non-parametric test is one that makes no such assumptions.
Parametric tests: Most of the statistical tests we perform are based on a set of assumptions. When these assumptions are violated the results of the analysis can be misleading or completely erroneous. 
Typical assumptions are: 
 Normality: Data have a normal distribution (or at Homogeneity of variances: Data from multiple groups have the same variance 
 Linearity: Data have a linear relationship
  Independence: Data are independent 
Data  should be presented a normally distributed and a symmetric around its mean and has kurtosis equal to zero. In Testing for Normality and Symmetry we provide tests to determine whether data meet this assumption. 
Some tests (e.g. ANOVA) require that the groups of data being studied have the same variance. 
In Homogeneity of Variances we provide some tests for determining whether groups of data have the same variance. 
Some tests (e.g. Regression) require that there be a linear correlation between the dependent and independent variables.
 Generally linearity can be tested graphically using scatter diagrams or via other techniques explored in Correlation, Regression and Multiple Regression.
t – test 
Introduction: 
The t-test is a basic test that is limited to two groups. For multiple groups, you would have to compare each pair of groups. For example with three groups (A, B, and C ) there would be three tests (AB, AC, BC) whilst with seven groups there would be need of 21 tests. 
 The basic principle is to test the null hypothesis that means of the two groups are equal. 
The t-test assumes:
  A normal distribution (parametric data) 
 Underlying variances are equal 
  It is used when there is random assignment and only two sets of measurement to compare.



Types of t-test: 
· Independent – measures – t- test: when samples are not matched. 
· Match – pair – t-test: when samples appear in pairs (eg. before and after) 
· A single – sample t-test compares a sample against a known figure.
 For example when measures of a manufactured item are compared against the required standard. 
APPLICATIONS:
  To compare the mean of a sample with population mean. (Simple t-test) 
 To compare the mean of one sample with the independent sample. (Independent Sample t-test) 
 To compare between the values (readings) of one sample but in two occasions. (Paired sample t-test)
Independent Samples t-Test (or 2-Sample t-Test) The independent samples t-test is probably the single most widely used test in statistics. It is used to compare differences between separate groups. In Psychology, these groups are often composed by randomly assigning research participants to conditions. However, this test can also be used to explore differences in naturally occurring groups. For example, we may be interested in differences of emotional intelligence between males and females. Any differences between groups can be explored with the independent t-test, as long as the tested members of each group are reasonably representative of the population.
N.B. each variable must come from a normal distribution.

Example: Suppose we put people on 2 diets:
 the pizza diet and the beer diet. Participants are randomly assigned to either 1-week of eating exclusively pizza or 1-week of exclusively drinking beer. Of course, this would be unethical, because pizza and beer should always be consumed together, but this is just an example. 
At the end of the week, we measure weight gain by each participant. Which diet causes more weight gain? In other words, the null hypothesis is: Ho: wt. gain pizza diet = wt. gain beer diet.
 (The null hypothesis is the opposite of what we hope to find. In this case, our research hypothesis is that there ARE differences between the 2 diets. Therefore, our null hypothesis is that there are NO differences between these 2 diets. )
	
	
	
	

	X1 :Pizza 
	X2 : Beer 2 
	 (1  1 ) 2 
	 (   )2

	1
	3
	1
	1

	2
	4
	0
	0

	2
	4
	0
	0

	2
	4
	0
	0

	3
	5
	1
	1

	2
	4
	0.4
	0.4



[image: Worksheet for how to calculate T Test | hypothesis testing]

where,
· x̄1 is the sample mean of the first group
· x̄2 is the sample mean of the second group
· S1 is the sample-1 standard deviation
· S2 is the sample-2 standard deviation
· n is the sample size

Chi-Square Test
The Chi-Square test is a statistical technique to examine the association or statistical independence between the row and column variables in a two – way table. The null and alternative hypotheses for Chi-Square Test are: H0: There is no association between the row (Gender) and column (Location) variables. H1: There is association between the row (Gender) and column (Location) variables.
 • Chi-square test: an inferential statistics technique designed to test for significant relationships between two variables organized in a bivariate table.
 • A statistical method used to determine goodness of fit 
• Goodness of fit refers to how close the observed data are to those predicted from a hypothesis 
Note: 
• The chi square test does not prove that a hypothesis is correct 
• It evaluates to what extent the data and the hypothesis have a good fit. 



Limitations of the Chi-Square Test:
 • The chi-square test does not give us much information about the strength of the relationship or its substantive significance in the population. 
• The chi-square test is sensitive to sample size. The size of the calculated chi-square is directly proportional to the size of the sample, independent of the strength of the relationship between the variables. 
• The chi-square test is also sensitive to small expected frequencies in one or more of the cells in the table. 
NON-PARAMETRIC STASTISTICS
The term non-parametric was first used by Wolfowitz, 1942. To understand the idea of nonparametric statistics it is required to have a basic understanding of parametric statistics. A parametric test requires a sample to be normally distributed. A nonparametric test does not rely on parametric assumptions like normality. Nonparametric test create flexible demands of the data. To make standard parametric legitimate, some provisions need to fulfilled, especially for minor sample sizes.
Nonparametric tests are used when either: 
 Sample is not normally distributed. 
 Sample size is small. 
 The variables are measured on nominal or ordinal scale. 
There is at least one nonparametric equivalent for each parametric general type of test. 

Categories of non-parametric tests :
  Test of differences between groups (independent samples) 
 Test of differences ( dependent samples) 
 Test of relationships between variables.
For example, to know if there is any association between the Gender and their Location, Chi-Square test can be applied. In this case our dependent variable is Location. We control the independent variable Gender and elicit as well as measure the dependent variable Location to test the hypothesis, whether there is some association between these two variables.
Chi-Square Test: Chi-Square Test is used to examine the association between two or more variables measured on categorical scales. Chi-Square is used most frequently to test the statistical significance of result reported in bivariate tables, and interpreting bivariate tables is integral to interpreting the results of a chi-square test.
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Table 1 Common parametric statistical tests

Statistical test

Purpose of test

Example of test use

One sample t
test

Compares the mean scores of a
parameter (value) of the sample to
a hypothesised parameter
(estimated value)

An example of a
hypothesis to test
would be: is the birth
weight of babies bom
on their due date
equal to 3.4kg?

Paired t-test

Compares two population means
and tests that there is no difference
between the two sets of
observations. This can be done in
two ways either assessing the
change within an individual or by
matching individuals for
comparison

To compare weight
before and after a
diet

Two sample &
test

Compares two sample means from
the same population

To compare puise
rate after two types of
exercise

ANOVA Tests whether or not the means of | To compare puise
(analysis of | two or more sample groups are all | rate after two or more
variance) equal. ANOVA is a generalisation | types of exercise.

of the ttest to allow comparison

where two or more observations

are made
ANCOVA As above, but allowing co-variates | To comparing puise
(analysis of | to be included in the model rate after two or more

covariance)

types of exercise, but
allowing for age or
gender.

Correlation Measures the strength of To assess the

coefficient association between two variables. | relationship between
Pearsons, Spearman and Kendall ~ | quality of life and
correlations are the most cognition scores
commonly used

Regression | A mathematical formuia is found to | Assessing the

describe the relationship between
two variables allowing prediction of
one from the other. Muliple
regression allows inclusion of more
than one predictor and identifies
the strongest relationship between
variables

relationship between
two (or more)
variables, for
example,

how does blood
pressure vary with
weight?
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Marks   Frequency  (Number of  students)  

10   1  

20   1  

36   3  

40   4  

50   3  

56   2  

60   4  

70   4  

72   1  

80   1  

88   2  

92   3  

95   1  

Total   30  

 


